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Abstract

In this master thesis, we investigate and compare the usability of two interaction concepts

for 3D augmented reality applications on handheld mobile devices. Augmented reality

applications allow a user to look at the live image of a video camera and enrich the scene

with 3D virtual objects. Interaction with the virtual objects requires the user to perform

manipulations in 3D space, while common interaction on mobile devices is often touch screen

based and therefore in 2D space. Mapping 2D space interactions to 3D space manipulations

requires a non-trivial solution. We deal with this issue by mapping the interactions along the

physical surface on which the virtual objects are augmented. This solution allows the user to

move a virtual object along the physical surface, similar to an object in the real world, using

only 2D interactions. We developed a touch-based and a crosshair-based interface that act

according to this principle. The crosshair-based interface was expected to perform better in

performance and usability, since it avoids some issues that the touch-based interface suffers

from. We compare the performance and usability of these two interfaces by conducting a

user study. From the results, we conclude that the touch-based interface outperforms the

crosshair-based interface in both performance and usability for a various number of reasons.

During the user study we also observe an important behaviour: users tend to keep the device

stationary and use it as a window into the augmented reality environment. We present this

observation as part of this thesis’ major contributions.
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Chapter 1

Introduction

Augmented reality (AR) is a live view of the real world that is seamlessly combined

with virtual visuals, such as objects or text, in order to enrich the user’s experience.

Many augmented reality application have already been developed. The most well known

application of AR is present in major sports events, such as swimming or rowing. As

visualized in Figure 1.1, augmented reality allows the world record line to move along with

the swimming, while in rowing the country flags are digitally overlayed on the water in each

respective country’s lane.

Figure 1.1: Augmented reality in sports.

Since smartphones have become commonly available and their graphical processing power

increases with each generation, the field of augmented reality for handheld device —

subsequently called handheld AR — is becoming more interesting. A very popular handheld

AR application is called Layar, which was released in 2009. Layar is an AR browser that

displays information about the immediate surrounding of the user, such as building and

other locations or points of interest. In June 2012, the creators of Layar released Stiktu,

which is a more social variant of Layar, allowing users to annotate the world. It provides

users with the ability to annotate any image that can be scanned on the fly, and allows

users to view the annotations that other people made. The two application are showen in

Figure 1.2.

With regards to future possiblities, augmented reality could provide a lot of interesting

additions to various fields of work. For example, in artistic design, artistic impressions that

1
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Figure 1.2: Augmented reality on handheld devices. Left is Layar, right is Stiktu.

would be impossible to realize in the physical world could be augmented to create novel

and interactive virtual art accessible for a wide audience. For museums, whole collections

of artifacts that are stored in the catacombs due to limited physical space can be virtually

displayed to the public next to other physical objects. In entertainment, context-aware

movies or games could take advantage of the environment to produce interesting changes

in the story or gameplay; imagine a user playing a Real Time Strategy game taking place

in a part of his living room, building his base on the table and then waging war upon the

enemy’s base located on the sofa. In addition, all of the above would be possible while the

user is able to look at the scene from any point of view, allowing him to be immersed in

the augmented environment. What we especially find interesting, is to think about how our

daily lives could benefit from augmented reality.

1.0.1 A future scenario with Augmented Reality

In order to portray the possibilities of augmented reality for everyday life, we’d like to share

our idea of how it could be used in the future. Imagine a man called Jonathan, who wants

to redecorate a room in his house: Jonathan is in his house and decides that it is time to

redecorate one of the rooms. However, he isn’t sure what he would like the room to look like.

Using his mobile phone, he browses to a website about designing furniture and downloads a

couple of interesting models for each of the following objects: a chair, a side table and an

artistic vase. He then launches the augmented reality application and points the camera of

his mobile phone at the room. Jonathan selects one of the chair models present on the device

and virtually places it in the room. Since the application is aware of the dimensions of the

room, it is able to place the chair model on the ground and at the correct scale. Jonathan can

now walk around the virtual chair, viewing it from multiple angles, as if it were a physical

chair that is actually present in the room. He adjusts the chair to his desired location and

orientation, and repeats the same procedure for the side table and the vase. Jonathan tweaks

the virtual furniture, and when he is satisfied with the looks of his room, he sends the models
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of the furniture to his 3D-printer. When the construction of his furniture is done, he places

it in his room according to the augmented environment he created. When walking around

his room, Jonathan now sees the same view in reality as when he was only looking at the

augmented reality.

An augmented reality application as illustrated in our example allows the user to be

immersed in an environment where virtual objects appear to be part of the physical

environment. The ability to walk around in an augmented reality environment and look

at objects from multiple points of view, without limits beyond what is physically possible,

creates a lot of potential for interesting augmentations to our daily life. This potential only

increases when the user is given the power to interact with the virtual objects.

1.1 Goal of this thesis

Allowing users to interact with virtual content is a major challenge in handheld AR. In

order for handheld AR to reach its full potential, users must be able to create, manipulate

and edit the virtual content and their properties with respect to the real world in 3D space.

However, the common interface on mobile devices is the touch screen, which is limited to

interactions in 2D space. Mapping interactions in 2D space to manipulations in 3D space is

a non-trivial problem that must be solved. In addition, interaction using the touch screen

suffers from other problems as well. The most notable problem is that the finger used for

interaction covers the content that the user wants to interact with. In regular applications

the interactable content can be scaled up to a size where the user can comfortably interact

with it. However, AR doesn’t have this luxury, since the size of the content is dictated by

its position in the real world. Therefore it is possible that content is too small for the user

to comfortable interact with using the touch screen.

At the moment of writing, manipulations in 3D space are uncommon in handheld

applications. This is even less the case in handheld augmented reality applications,

where the registration of the virtual content to the physical world adds to the complexity

of interactions. However, we believe that as research into this topic progresses, such

applications will arise in the future. We envisioned such an application in our future scenario

described earlier. This idea allows for users to be immersed in an augmented environment

of which they are the creator, which requires an intuitive interaction concept to succeed.

In order to determine an intuitive interaction concept, we first select two promising

interaction concepts. We limited ourselves to the most common interfaces that can be

applied to augmented reality, which are tangible user interfaces (TUIs), gestural interfaces,

touch interfaces and magic lens interfaces.
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Figure 1.3: Various interfaces possible to be used for augmented reality for mobile devices.
In the top left is the TUI, in the top right a touch interface, in the bottom left a gestural
interface, and in the bottom right a magic lens interface.

These interface are illustrated in Figure 1.3. In chapter 2, we will determine that TUIs

and gestural interfaces are not optimal to be used with handheld AR. For that reason, we

choose touch-based and crosshair-based interfaces as the most promising type of interface

for interactions in handheld AR.

The aim of this thesis is to contribute to the general goal of interaction in a 3D augmented

reality setting for handheld devices. As such, we specify the main goal of this thesis as

following:

• Determine which interaction concept is best capable of performing canonical manipu-

lations in 3D space for handheld augmented reality.

To reach this goal, we need to answer the following research questions:

1. Which canonical manipulations must be supported?

2. How can 2D interactions on the device be converted to manipulations in a 3D virtual

environment?

3. How does the performance of the touch-based and crosshair-based interaction concepts

compare?
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4. How does the usability of the touch-based and crosshair-based interaction concepts

compare?

In order to answer the last two questions, we will conduct a user study to measure the

performance and usability of both interaction concepts.

1.2 Overview

In the remainder of the article, we start by describing our context of our research and

discussing related work in chapter 2. In chapter 3, we describe the research we’ve done in

order to create an application that can be used to test interaction concepts. In chapter 4, we

describe the interaction concepts that we will test. In chapter 5, we describe the experiment

in which we test the interaction concepts. In chapter 6, we analyze the results we’ve acquired

from the experiment, which are discussed in section 6.4. We conclude this thesis in chapter 7.
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Chapter 2

Context and related work

The first appearance of augmented reality was in the 1960’s, when the first AR interface

was developed by Sutherland[38]. Since then, the research in the field of AR was primarily

focused on developing the technology to provide a richer visual experience for the user, such

as tracking and display devices.[1] The user interaction with the AR environment was either

non-existant or very basic. Only more recently has the research shifted to also develop

methods to improve the user’s interaction.

Many different types of interfaces for AR have been developed over the years, each with its

own limitations and best practices. Here we discuss the four types of interfaces that can be

used for augmented reality, which we introduced in chapter 1.

2.1 Tangible User Interfaces

Tangible user interfaces (TUIs) allow a user to interact with virtual content using physical

objects that are recognized and tracked by the system. TUIs were developed by Ishii and

Ullmer in 1997[16] and has since then become one of the most common approaches for

interaction with AR. TUIs have familiar properties, are subject to physical constraints and

its actionable properties (how the object should be used) are clear to the user. For these

reasons, TUIs are intuitive for a user to interact with and they have been proven to work well

in practise. TUIs work best when effects are augmented to physical models. For example,

the Urp application developed by Underkoffler and Ishii in 1999 allows the user to place and

manipulate real building models, which are then augmented with projections of virtual wind

and shadows.[40] Another type of TUI, which is currently featured in many AR applications,

is the fiduciary marker: a square, black-and-white image that can be printed and attached to

a surface. A good example is the VOMAR application developed by Kato et al. in 2000[18],

which allows a user to decorate a small-scaled room with furniture using a physical paddle

with a fiduciary marker attached to it. However, the use of a TUI also has its downsides:

it forces the user to interact with a virtual object by using a physical object, even when

7
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interacting with pure virtual objects. This is an unwanted situation; the physical object

itself doesn’t add value to the augmented reality and also imposes physical limitations which

may be undesirable. The interaction is also less suited to be used in combination with with

handheld mobile devices than mounted devices (such as the VOMAR application using a

head-mounted device), since the user must spread his attention over the mobile device and

the TUI, and he only has one hand available for the interaction.

2.2 Gestural interfaces

Gestural interfaces allow a user to interact with virtual content by using body, hand or

finger gestures. A lot of research has been done with regards to gestural interfaces and

AR, where recent research appears to have shifted towards AR using head-mounted devices

(HMDs). Various applications have been developed where the user can press a virtual

button by holding his finger on it, or selecting a virtual object by pointing at it[10, 11, 19].

Buchmann et al. developed an urban planning application where the user can draw streets

and place buildings using hand gestures[2]. Research into gestural interfaces for non-HMD

mobile devices shows that the users find the interactions to be fun and engaging. For

example, Caballero et al. developed an application where the user manipulates content in

a virtual environment using gestural interactions[3]. The application takes advantage of

uncommon hardware to achieve a high performance on gesture recognition. The research

of Hürst and van Wezel shows that the performance starts to lack when using commonly

available hardware and an AR environment. While users still find the application to be fun

and engaging, the issues show that gestural interaction is less suitable for more serious AR

applications[15]. Gestural interfaces on mobile devices also suffers from the more limited

distance between the camera and the interacting appendage, making this a less than ideal

combination.

2.3 Touch-based interfaces

Touch-based interfaces allow users to interact with virtual content through finger presses on

the touch screen of the mobile device. This type of interface is commonly available on the

current generation of mobile devices and is a familiar way of interacting for a wide audience.

It has the advantage that no hardware is required beyond the mobile device itself, and many

people are comfortable with using it.

Research into touch-based interfaces for AR has mostly focused on interactions using a

stylus[5, 47], which is a pen with a magnetic tip used for interactions on the touch screen. In

addition to regular touch interactions, the magnetic tip allows a user to perform interactions

by hovering the stylus over the touch, allowing for a wider range of interactions. Generally,

the stylus allows the user to perform both moves and drags on a touch screen, as opposed
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to only drags when using his finger. Another advantage is that the stylus more accurate

than finger interactions and it doesn’t block the screen. Wilkinson and Calder investigated

touch interactions with a stylus on a non-viewable touch screen, which was duplicated to a

HMD[45]. In his setup, a user had to select objects using the stylus on the non-viewable

touch screen, which worked well in his setup. The downside to using a stylus is that it

requires the user to have access this piece of additional hardware, which is what we try

to avoid. In addition, a user can only use one stylus at a time. If the user wishes to use

more advanced interactions which may require multi-touch functionality, then the stylus

may prove to be an impeding factor.

Research into non-stylus touch-based interfaces focus mostly on techniques to increase the

accuracy of the interactions. The work of Lee and Billinghurst introduces a technique called

Snap-To-Feature, which aids the user in drawing the outline of physical objects[21]. Vogel

and Baudisch developed a technique to aid selection by providing the user with a pointer

above the touch location of his finger[43]. The work of Olwal et al. introduced several

techniques to aid a user with zooming, allowing him to perform fluent zooming with a single

finger by using a rubbing technique.

Research involving touch interaction and 3D manipulation has mostly limited itself to

tabletops[34, 42, 46], and not into mobile devices. Research into touch interaction and

AR has mostly limited itself to 2D manipulations, such as annotation[21, 22]. To the best

of our knowledge, there has been no research looking into touch interactions for handheld

AR which explores possibilities to perform 3D manipulations.

There are some downsides to the touch interface. Touch is a 2D interface, which means

that translating touch interactions to 3D manipulations requires a non-trivial solution.

The user’s interacting finger will partially occlude the screen, limiting vision of the AR

environment from him. This is moreover problematic, since the size of a virtual object in an

AR environment depends on its location in the real world. It could well be that an object

will appear small and is hard to manipulate. This is further complicated by the ”fat finger

problem” touch interfaces suffer from[14].

2.4 Crosshair-based interfaces

Crosshair-based interfaces are technically magic lens interfaces[47] with the addition of a

crosshair. A magic lens interface is defined as: an interface for handheld devices that allows

the user to see additional information when pointed at a physical surface or object[13].

The use of a crosshair for magic lens interfaces allows it to avoid some of the problems

that touch-based interfaces have to deal with, such as the previously mentioned fat finger

problem.

Some research into magic lens interfaces only looked into providing visual cues, thus not
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featuring any interaction with the virtual objects. For example, the work of Morrison et al.

introduced a techniques in which a map is augmented with visual cues, providing users with

information on how to find their way around the city[25]. The work of Henze and Boll

provided a similar technique[13].

Research that did provide interaction often featured a crosshair, but generally didn’t explore

beyond selection. For example, the work of Rohs and Oulasvirta uses the crosshair to select

a marker on a big screen[31]. The research performed by Henze and Boll explored the

possibility of using a crosshair to create a virtual box around physical image by selecting two

corner points[14]. The work of Liao et al. explored the use of a crosshair for initial selection

of a 2D object, and touch gestures in order to fine-tune the selection[23]. The application

that Rohs et al. developed allowed a user to select real-world building by pointing at them

with the crosshair[32].

One of the few interfaces that does provide interaction with a crosshair beyond selection, is

the work of Henrysson et al.. The interface they developed includes translation and rotation

of virtual object in order to assemble a 3D AR environment[12]. The interface allows the

user to target a virtual object and select it by pressing a button on the device. Object

translation and rotation was achieved by the use of a menu and button interface, where the

user was able to select the canonical manipulation they wanted to use. Our crosshair-based

interface differs at this point, since our manipulations are all possible with touch interacions.



Chapter 3

Research

In order to test interactions in a 3D augmented reality environment, we need to have

an application that provides us with the functionality that we require. Since such an

application isn’t commonly available, we built it ourselves. In this chapter, we motivate our

choice of hardware, software and augmented reality toolkit and discuss their limitations. In

subsection 3.2.4, we motivate which manipulations we require for our application, which

answers our first research question. In subsection 3.2.5, we describe how we convert

interactions on the device to manipulations in the virtual environment, which answers our

second research question.

An important note we’d like to make is that this thesis was written as part of an internship

at Avanade, an IT company who specializes in Microsoft technology. The internship had

the purpose to investigate the potential of augmented reality on Windows Phone. While

the result of this particular goal is uninteresting to this thesis, their involvement motivates

some choices that were made in the development process.

3.1 Hardware

The handheld device used to develop the application is a HTC Radar smartphone, which

was provided by Avanade and chosen for pragmatic reasons. It has a Qualcomm MSM8255

Snapdragon processing unit running at 1GHz, 512 MB RAM and a 5 megapixel camera[6].

The device is capable of recording video of 2560x1920 pixels at 30 fps. It has a 3.8 inch

screen, which has 480x800 pixels. The capacitive touch screen is capable of detecting at

least four touch locations.

3.2 Software

The platform for the mobile phone was an easy choice. Since this thesis was also part of an

internship for a Microsoft specialist, the logical choice was to use a version of Windows

11
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Mobile or Windows Phone. At the time of writing, we have a choice between several

operating systems: Windows Mobile 6.5.3 (the latest version of Windows Mobile 6) and

Windows Phone 7.5 (the latest version of Windows Phone 7).

Windows Mobile, which is the predecessor of Windows Phone 7, was not considered to

be a valid option. This operating system received its last update in Februari 2010[39]

and its respective Marketplace was discontinued in May 2012[30]. Since our work focuses on

current and future technology, we found that using an operating system that was practically

discontinued to be unopportunistic.

Windows Phone 7.5 proved to be the mature mobile operating system we were looking for.

It features the necessary functionality required to run graphically advanced application,

which augmented reality applications are. This functionality is backed up with an expansive

documentation, as well as many examples of applications, both from the Microsoft Software

Developer Network (MSDN) and other sources on the internet. As a result, Windows Phone

7.5 became our choice of the mobile operating system to use.

3.2.1 AR toolkit

We investigated the possibility to use an advanced AR toolkit, but found that nearly all

were incompatible with WP7. Two recent AR toolkits for handheld devices that are gaining

popularity are the metaio SDK[24] by metaio GmbH and Vuforia SDK[29] by Qualcomm,

but neither has made a version for WP7. Computer vision software for .NET capable of

AR are AForge[20] and Emgu CV[4] (a .NET wrapper for OpenCV[17]), however these

.NET libraries are not compiled against the WP7 assembly. WP7 will only run applications

developed with the Silverlight SDK for Windows Phone or XNA 4.0 Framework and there are

only two AR toolkits that are compatible with these: Goblin XNA[27] and SLARToolkit[33].

At the time of development, Goblin XNA didn’t support WP7.

Henceforth, our only option to have augmented reality on the WP7 is by using the

SLARToolkit. This toolkit is a freely available AR library created by Schulte, based on

NyARToolkit[26]. It can only perform marker-based tracking, unlike more advanced AR

toolkits.

To use the SLARToolkit, we first had to acquire the image data. The WP7 SDK provides

three formats to read the camera feed: RGBA, YCbCr and Y (luminance). Reading from

the camera feed requires a significant amount of time, depending on which format was

chosen to read. For the formats RGBA, YCbCr and Y, the timings were respectively 40ms,

15ms and 10ms. We chose the last method for two reasons. Since there isn’t an abundance

of processing power avaiable on our smartphone, the application should be as efficient as

possible if the interaction with the virtual environment is to be responsive. An additional

advantage is that the user’s focus is attracted to the virtual environment, since its colorful
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appearance stands out against the greyscale physical environment.

Silverlight vs. XNA

The SLARToolkit was made to be used with Silverlight. The downside of the standard

implementation is that it uses a Silverlight video element to display the camera’s video

feed, and fetches a separate video feed to register the virtual environment. The latter feed

updates slower than the former, which results in a misregistration when the device is moved.

Since accuracy is part of our test, we had to come up with another solution.

Displaying the separate video feed, so that the physical and virtual world actually align,

turned out to be too slow for real-time augmented reality. In Silverlight, Bitmaps were

used to capture the frames of the separate video feed, which SLARToolkit then uses for

registration. However, displaying these bitmaps on the screen caused a significant delay per

frame, which made real-time processing impossible.

We also attempted to use a combination of Silverlight and XNA, which is natively supported

by WP7 by sharing the graphical device. With this combination, we used XNA’s Textures to

capture the video feed’s frames and draw them on the screen, while the virtual environment

existed of Silverlight objects. This solution caused the framerate to jitter; the screen would

often freeze for a second every couple of seconds. We suspect that the XNA part wasn’t given

enough processing time by the threading system, causing this kind of unstable behaviour.

Our next attempt was to use a pure XNA application, which turned out to be the solution

we were looking for. Apparently, Silverlight generates a lot of overhead, which was avoided

by using a pure XNA solution. The use of XNA’s Texture class allowed us to efficiently

render video frames to the screen. A custom class was created to create objects and XNA’s

BasicEffect class was used to register these objects to the video frame. XNA also allowed us

to specify that the processing and rendering loop must alternate, which resulted in a more

responsive interactions. In comparison with Silverlight, the framerate was easily quadrupled.

In other words, XNA provided us with the performance, stability and graphical capabilities

that we required.

In hindsight, this solution seems like a rather obvious one. However, to our surprise, it

turned out that we developed a practically novel technique to use SLARToolkit. During

the time of developing, a search for specific keywords that connect SLARToolkit and XNA

produced exactly one hit: the code file of a Google Code user who was hosting his personal

project there. No documentation that relates SLARToolkit and XNA could be found.

Behind the scenes, SLARToolkit does still use Silverlight’s Bitmaps to calculate the matrices

needed for registration. We didn’t modify the toolkit to support XNA’s Textures, since that

would have been a project on its own.
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3.2.2 Registration

The SLARToolkit can only perform marker-based registration, which means it can only

register virtual content to a physical world by detecting a marker. A marker is a black-

white image with a thick, black border around it. The SLARToolkit is able to determine

from which perspective the device is looking at the marker by determining the deformation

of the square border. The image inside the border is used to determine the orientation of

the marker.

There are various downsides to using a marker compared to markerless registration. Marker-

based registration requires you to attach a marker to a surface, which isn’t required for

markerless registration. For example, markerless registration could use the side of a building

to register virtual objects, which would be impossible to do with marker-based registration.

Other downsides are that a marker must be printed and placed on a surface, while markerless

registration could use the surface itself.

However, since SLARToolkit is only able to perform marker-based registration, we are

required to use a marker. The marker we used and its application is displayed in Figure 3.1.

Figure 3.1: The marker used for registration, the marker printed out and placed on the
table, and the registration with a virtual object.

3.2.3 Virtual environment

Ideally, we’d like to test our interaction concepts in a room-like setting, where the physical

and virtual walls and ceiling are correctly registered. In this setting, the user would be able

to construct an entire room; he would be able to interact with life-sized furniture that is

placed on the ground, but also coathangers attached to the wall or a chandelier hanging

from the ceiling. Such a setting would be interesting to test our interaction concepts in, but

it is not feasible to produce due to our hardware and software limitation mentioned earlier.

Instead, we use a simplified version of this setting for our purposes. This setting is a

small-scaled floor, properly size to fit on a part of a table, and doesn’t feature virtual

walls or a ceiling. In this environment, furniture must always be situated on a surface and

correctly orientated. This means that we do not consider more advanced positioning (such
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as stacking or other alternative surfaces) and uncommon orientations (such as a chair on its

side). Therefore, in our virtual environment, the virtual objects are always situated on the

ground plane. Translation of a virtual object can only occur along this ground plane and

rotation of a virtual object is only possible along the Z-axis.

3.2.4 Canonical manipulations

Canonical manipulations are the modifications a user applies to a virtual object in order to

change its position, orientation or size in the virtual environment. There exist four canonical

manipulations: selection, translation, rotation and scaling. We will motivate their use in

the context of our virtual room, which contains furniture that the user can interact with to

create an appealing room decoration.

Selection is an important manipulation to support. It allows the user to pick a single

object from a group of objects, and apply other manipulations to it while leaving the other

object untouched. Without selection, only one object could ever be present in the virtual

environment. Since we wish to create a virtual room with multiple pieces of furniture in

it, we require selection to be available. Therefore, selection is included in our interaction

concepts.

Translation is the ability for a user to move an object from one location to another. This

manipulation is integral to creating a virtual room with furniture. Without translation,

the user would only be able to manipulate stationary furniture, which doesn’t allow a user

to make a decoration. Therefore, this manipulation is required, but it is not required to

allow translation in all three dimensions. As mentioned earlier, we only consider furniture

that is placed on the ground. Since all the interactable objects are on one surface, we

don’t have to consider translation upwards or downwards, reducing the interaction space

to two-dimensional. Therefore, the translations that must be supported at least are the

translations along the ground plane. This two-dimensional translation is included in our

interaction concepts.

Rotation is the ability for a user to change the orientation of an object. Whilst this

manipulation is not as integral to room decoration as translation, it is an important part

of it. For example, without rotation, placing chairs at each side of a square table would

result in the chairs all pointing in the same direction, instead of at the table. In order for

the chairs to be correctly orientated, the user must be able to rotate the chairs. Therefore,

rotation is required in order to make a room decoration, but similar to translation it is not

necessary to support rotation in all three dimensions. A chair or a table doesn’t make much

sense if it is placed on its side, which means that we don’t have to consider those rotations.

Only one rotation makes sense in this context, which is a sideway rotation (also called yaw).
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This rotation allows a user to correctly orientate the four chairs in the example given above.

Effectively, this reduces the interaction space of rotation to one-dimensional, which is the

least that we require. This one-dimensional rotation is included in our interaction concepts.

Scaling is the ability for a user to change the size of an object, making it larger or smaller.

In our context, this manipulation doesn’t make a lot of sense, since furniture is generally

one size. While different sizes of a piece of furniture may exist, it is usually built according

to a principle of appropriate size. For example, reducing the size of a comfortable chair by

25% may cause it to not be a comfortable chair any more. While scaling does have its place

in room decoration, such as by making a dinner table twice as long, it is not required to

feature it. For this reason, we choose not to include this manipulation in our interaction

concepts.

In summary, three canonical manipulations are required to in order to create an appealing

room decoration: selection, translation and rotation. Translation is only necessary along

the ground plane, and for rotation we only require a sideway rotation. This answers our

first research question.

3.2.5 Pointing system

In order to apply the above manipulations to objects in the virtual environment, we need

to be able to convert touch screen interactions to manipulations in the virtual environment.

To achieve this conversion, we use a method that we call the pointing system.

The pointing system is able to trace a certain position on the screen to a location in the

virtual environment, depending on how the device is ’looking’ at the virtual environment.

The traced location is generally a location on a virtual object or on the ground plane,

whichever is closer. The pointig system allows a user to ’touch’ a virtual object, which in

turn allow him to interact with it. This system is integral to allowing users to perform

translation interactions, which we will explain in the next chapter.

In summary, the pointing system allows us to convert 2D interactions on the device to

manipulations in the 3D virtual environment, since the third dimension (upwards, the Z-

axis) is not taken into account. Translation is only necessary along the ground plane, and

for rotation we only require a sideway rotation. This answers our second research question.
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Interaction concepts

As mentioned in the introduction, the touch-based and the crosshair-based interaction

concepts are interesting for our purpose. For this experiment, we created an interface from

both concepts. These interfaces are able to perform the manipulations that we specified in

subsection 3.2.4.

4.1 Touch-based interface

The touch-based interface is designed to be similar to the touch interface that smartphone

users are already used to. Touch interfaces for handheld devices across all operating systems

are used in a similar way. Villamor et al. made touch interactions insightful in their Touch

Gesture Reference Guide, which is an extensive guide on the use and support of touch

gestures used for many platforms[41]. Based on this guide, we determined the interactions

we want to use to apply the manipulations. We included two pages from this guide in

Appendix A on which the relevant interactions are present.

4.1.1 Selection

For the select action, the guide only specifies a tap gesture, which is defined as ”briefly touch

surface with fingertip”, as a way to select an object. This method does have a downside:

when a user wants to perform a one manipulation, he is required to explicitly select the

object beforehand and unselect afterwards. While it is possible for the user to perform

these interactions, we reckon it is more convenient for the user if selection is done implicitly.

This requires that the selection is incorporated in the other manipulations.

For example, a user wants to perform a translation to an object. In the former case, he

is required to explicitly select the object, perform the translation, and then unselect the

object again. In the latter case, he is only required to perform the translation, with the

added requirement that the translation specifies which object is selected.

17
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We consider the latter case to be more user friendly, since it removes the unnecessary

interactions of selection and unselection, which can be specified implicitly. For this reason,

we chose no gesture for our select action, and instead incorporate the implicit selection in

translation and rotation.

4.1.2 Translation

The move action in the guide correlates to our translation manipulation. The guide provides

four gestures to perform a move: drag-and-drop, multi-finger drag, flick and press-and-tap.

The drag-and-drop gesture is a logical choice for translating an object, since it allows you to

accurately grab and place the object. Translation using the multi-finger drag gesture requires

an extra finger, while providing no additional benefit over the drag-and-drop gesture. Since

the extra finger can only introduce inaccuracies in object placement, we consider this gesture

suboptimal. The flick gesture requires the user to perform an erratic gesture. This gesture

doesn’t allow a user to place an object exactly where he wants it to be and is therefore

unsuitable for our purposes. The press-and-tap gesture uses a second finger to denote the

place of where the item should go. This works well in the case of predefined locations, but

not in our case where an item can be place anywhere in a region.

Based on this analysis, we chose to use the drag-and-drop gesture for our translation action.

The advantage of this gesture is that the implicit selection, which we require to be present,

can be performed when the translation is initiated.

The user initiates translation by touching the object that he wants to move. This selects

the object and makes the object follow the moving finger on the touch screen. To stop

translation and selection, the user releases his finger from the touch screen.

Figure 4.1: Translation for the touch-based interface.

Use of pointing system

The goal to implementing translation was to mimic translation in the real world, where a

user picks up an object and drops it in a different location. This requires that translation of

an object in the virtual environment also follows the interacting finger on the touch screen.

In order to achieve this, we used the pointing system, which we described in subsection 3.2.5
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to make the connection between the touch screen and the virtual environment. For example,

the pointing system allows a user to ’grab’ an object and drag it into the (virtual) distance,

without the object moving away from the interacting finger. This behaviour is consistent

with how a user would drag and drop an object in the real world, which meets our

requirements.

An important feature of the pointing system is that a translation is also possible by moving

the entire device. Moving the device can be considered a move of the virtual environment

with respect to the device. The pointing system functions as the connection between the

touch screen and the virtual environment. Logically, a change of state on one side causes a

change of state on the other side, meaning that the moved virtual environment causes the

object to move on the touch screen. However, we require that the object does not move away

from the interacting finger. Therefore, the object must change its position in the virtual

environment in order to fulfill its requirements.

In other words, the user has two ways of translating in object in this case. He can translate

the object by touching the object and moving his finger across the touch screen, and by

touching the object and move the whole device. Both methods complement each other,

meaning the user can choose to apply both methods at the same time.

4.1.3 Rotation

The rotation action in the guide correlates to our rotation manipulation. The guide provides

three (nameless) gestures to perform the rotation, of which all use two fingers. The first

two gestures are essentially the same: the rotation is the angular difference between the

line of both starting points and the line of both end points. The second gesture, where one

finger remains stationary, is a substate of the first gesture. For this reason, we consider

these gestures to represent a single ’separate fingers’-gesture. This gesture is useful for our

purposes, since one finger will already be used for selection and translation, as explained

earlier. This gesture only requires the addition of a second finger in order to apply the

rotation action. The last gesture uses two fingers kept next to each other to perform a

rotation. This gesture isn’t very useful for our purposes, since it lacks a selection context

similar to our chosen translation gesture and the former rotation gesture.

For this reason, we chose to use the separate fingers gesture for our rotation action. The

advantage of this gesture is that it can be performed while the object is being translated

and/or implicitly selected.

In order to initiate rotation, the user only has to move a second finger over the touch screen

while he is selecting or translating the object. Rotation stops when the user removes his

second finger from the touch screen.
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Figure 4.2: Rotation for the touch-based interface.

Use of pointing system

The rotation is applied by a circular movement of the second finger around the first finger

that is used for selection and/or interaction. Due to the latter, the object is already subject

to pointing system. Therefore, if the second finger performs a drag on the touch screen,

the angle between the start and end point on the touch screen is the same as the start and

end point in the virtual world. In other words, we don’t need to explicitly use the pointing

system for rotation, since we already use it implicitly. By calculating the angle on the touch

screen only gives us a better performance than in the case where we have to convert the

touch screen positions to locations in the virtual environment. For this reason, we chose to

apply rotation using the positions on touch screen only.

4.2 Crosshair-based interface

The crosshair-based interface is designed to take advantage of the crosshair present in the

center of the screen. The crosshair is used to aim it at an object and select it, which causes

the object to ’stick’ to the crosshair. While selected, the user is able to interact with the

object. Compared to the touch-based interface, the crosshair can be seen as a stationary

finger in the center of the screen, of which the user can control the pressing and releasing.

The most important difference with the touch-based interface is that translation is done

purely by moving the device.

4.2.1 Selection

Selection for the crosshair-based interface is different than for the touch-based interface.

Compared to the touch-based interface, the crosshair acts as a stationary finger. The

user is no longer required to specify a location on the screen in his interaction; he only

has to specify whether he wants to select the object he is aiming at. This makes this

version of selection one-dimensional, in contrast to the touch-based interface, which has

two-dimensional selection. This means that select action can be done by a simple button.

For the select action, we initially intended to use the camera button present on the right
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top on the device when held sideways. Unfortunately, the use of this button was deemed

infeasible. The camera button on the device has two active states: half-pressed and full-

pressed. The half-pressed state of the button invokes a delay of 0.5 seconds. This delay

makes it more difficult for the user to accurately select an object. The full-pressed state of

the button doesn’t provide a better alternative. It requires that the user presses through

the half-pressed state, which we found to be overly physically demanding and unintuitive

for a frequently occuring interaction such as selection. For these reasons, we chose not to

use the camera button as our select action.

Since the use of other buttons on the device is restricted by the operating system, our

only other option for interaction is to use the touch screen. One-dimensional interaction be

possible by a touch interaction anywhere on the touch screen. This method provides us with

two options, which we reviewed in the previous section for the touch-based interface: using

a tap gesture as suggested by the Touch Gesture Reference Guide[41], or incorporate the

select action into the other interactions. We found the latter method to be unopportunistic

for our purposes. Incorporation of the select action would mean that selection and rotation

would be applied by the same touch interaction. For illustration, the user would use one

finger to select an object by aiming at it and placing his finger on the touch screen, rotate

the object by moving the finger across the touch screen, and unselect the object by releasing

his finger. In other words, it is not possible for the user to initiate selection without also

initiating rotation, nor to cancel rotation without also cancelling selection. Since these are

separate manipulations, the user should be able to perform them separately, and not be

forced to use both whenever he wishes to apply only one. For this reason, we decided to use

the tap gesture for selection.

The tap gesture allows the user to explicitly select the object at which he is pointing the

crosshair. A tap at any location on the touch screen will initiate selection. The same

interaction will also cancel the selection.

4.2.2 Translation

Translation for the crosshair-based interface is different compared to the touch-based

interface. Where the touch-based interface provides the ability to translate using touch

and/or the pointing system, the crosshair-based variant can only translate using the pointing

system.

No action is necessary from the user in order to initiate translation, other than having to

select an object. Upon selection, the object follows the crosshair, similar to how it follows a

finger in the touch-based interface, as explained in Figure 4.1.2. To cancel translation, the

user must unselect the object.
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Figure 4.3: Translation for the crosshair-based interface.

4.2.3 Rotation

Rotation is applied in the same way as it is applied in the touch-based interface, as explained

in subsection 4.1.3. The only difference is that the user doesn’t use a finger for selection,

but instead uses the crosshair. This means that the user only needs to use one finger to

perform rotation, in contrast to two fingers using the touch-based interface.

Rotation is initiated when the user places a finger on the touch screen and performs a drag

while an object is selected. Rotation is cancelled when the user removes his finger from the

touch screen.

Figure 4.4: Rotation for the crosshair-based interface.
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Experiment: comparative user study

In this experiment we compare the two interfaces we described in chapter 4 in an augmented

reality test environment in order to determine which one performs better at performance

and usability. In section 5.1, we describe the experiment setup. In section 5.2, we describe

our expectations. The results of the experiment are presented in the next chapter.

5.1 Experiment setup

The experiment is a user study, which was set up as a within subject approach, meaning

that every subject tested both interfaces. The experiment starts with a demo scene, used

to explain to the subject what AR is and to allow him to get acquainted with it. After

this introductory scene, the subject had to perform a sequence of actions for each interface,

which we call the interface routine.

5.1.1 Interface routine

The routine exists of three parts. In the training session, the subject is familiarized with the

interface by completing objectives in a level. In the test session, the subject completes the

same objectives in the same level, but now aims to complete as many objectives as possible

within a certain time frame. In the questionnaire, the subject is asked to rate his task load

at different scales and is asked for his opinion regarding the interface.

In order to eliminate bias and learning effect, the order in which the subjects performed the

routine was counterbalanced between subjects.

Training session

The training session was meant to allow the subject to become familiar with the interface

and comfortable using it. Before the training started, the subject was informed about how

the interface works, after which the subject was given the time to practise. This session

23
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didn’t have a time limit and the subject was encouraged to take all the time he needed to

get used to the interface. This course of action was chosen to make sure that the subject

fully understood the concept behind the interface, which in turn increases the reliability

of the results gathered during the test session. When the subject felt he was comfortable

enough with controlling the interface, the test session was loaded.

Test session

For this test, we chose to apply a time limit of two minutes. The choice for a time limit

and its duration was a result from an informal user study. We noticed that the amount of

completed objectives could heavily fluctuate between subjects, which indicates that a limit

on the amount of objectives to complete is a suboptimal choice. For this reason we chose

to use a time limit instead. The time frame of two minutes was determined to be optimal

for our purpose. Time frames longer than this amount showed that subjects started to lose

attenion, which could negatively impact our results. Time frames shorter than this amount

are more prone for subjects not completing a single objective, which would also negatively

impact our results. Henceforth, the time frame of two minutes was chosen to be optimal

our setup.

The subject performs the same actions during the test session as he did during the training

session. The same objectives must be completed in the same level. The order in which the

objectives appear is randomized, in order to prevent learnability.

During the test, the application recorded important data to the device’s internal storage.

The data includes:

Score The amount of objectives completed.

Device movement How much the device was physically moved relative to the marker,

including angular movement.

In addition, the subject’s behaviour was observed.

After the test was finished, the subject was asked to fill out a questionnaire.

Questionnaire

The questionnaire aims to determine the task load experienced by the subject. It is based on

the NASA task load index[7, 8], which we included in Appendix B. Its ability in providing

researchers with reliable task load data has been confirmed by the work of Hart[9], and it

has been commonly used in literature whenever researchers wish to determine the task load

for a task. However, we aren’t interested in the task load index itself, since we are not
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dealing with well refined interfaces. For less refined interfaces, like the ones we are using,

the task load scales are much more informative. The task load scales we are interested

in, are: mental demand, physical demand, performance, effort and frustration. We chose

these scales because they give us information regarding the mental and physical state of the

subject. We left out temporal demand, since we deemed this factor irrelevant due to the

time constraint that is present in the test session.

In addition to the task load scales, the subjects were about about their age, their personal

interface preference, the reasons for that preference and other remarks concerning the task.

5.1.2 Level setup

We created a level with the virtual environment, designed to consistently test the three

manipulations that the interfaces feature: selection, translation and rotation. The level

consists of one interactable object (the white/orange rectangular box) and three goals (the

green rectangles), as shown in Figure 5.1.

Figure 5.1: The level, showing all goals.

The objective is to correctly place the object on a goal. Of the three goals, only one goal

is ever visible to the subject, which is his current objective. When the object is correctly

placed on the goal, the objective is completed and the subject’s score is incremented. The

goal then disappears and the next goal, which is chosen randomly from the pool of hidden

goals, appears and becomes the new objective. This routine is visualized in Figure 5.2.

Figure 5.2: Object placement on goal.

The three goals are all placed at equal distance from the center of the level and from each

other, meaning that translation will always require the same distance to be covered. The
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two top goals are respectively -45 and 45 degrees rotated. We acknowledge that these values

should have been respectively -60 and 60 degrees in order for all rotations to consistently

be 60 degrees. However, since the goals are randomly chosen, the average rotation will still

be 60 degrees.

The subject is assisted with placing the object by allowing him to place it within a certain

margin of the goal. The values for the margin are chosen to require the subject to be precise

with placement, without requiring an overly high amount of accuracy. Further assistance

is provided by turning the object translucent when it is selected, improving the subject’s

ability to align the object and the goal. When it is correctly placed, the object turns green

as visual feedback, which lasts until the next time it is selected.

5.2 Expectations

The touch-based and crosshair-based interfaces differ from each other at a few points. We

motivated our choices for the differences in chapter 4. Based on these differences, we can

draw expectations with regards to the performance, and the task load scales described in

subsection 5.1.1.

Performance A major difference between the touch-based and crosshair-based interface

is that the interactions of the latter are all performed with one finger. The touch-based

interface requires rotation to be performed with two fingers, which takes a bit more time

than doing it with one finger. It also doesn’t easily allow translation and rotation to be done

at the same time, which is easier in the case of the crosshair-based interface. For this reason,

we expect that the crosshair-based interface will outperform the touch-based interface.

Mental load Mental load is the amount of attention a task requires for the subject to

perform it. The touch-based interface provides two ways to manipulate virtual objects: using

touch interactions that are commonly featured on touch screen devices, and by using the

pointing system. With this interface, the subject can choose their preferred method, or even

combine them. The crosshair-based interfaces only provides the latter method for object

manipulation. In the case that a user finds that manipulation using purely the pointing

system to be difficult, he doesn’t have the choice that the touch-based interface provides.

For this reason, we expect the touch-based interface to result in a lower mental load.

Physical load Physical load is the difficulty that the subject physically experiences when

performing the task. The most difficult interaction that a subject will perform is rotation

in the case of the touch-based interface. This interaction is the only one that requires two

fingers to be used at the same time, which is a major difference with all the other interactions

that only require one finger. The crosshair-based interaction doesn’t contain a two-fingered

interaction, which means it is easier to physically perform. For this reason, we expect the
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crosshair-based interface to results in a lower physical load.

Effort and frustration We join these two task load scales together here, since they

both determine how difficult it is for a subject to control an interface. We are unsure which

interface the users find to require more effort or spark more frustration. We suspect that the

touch-based interface will require more effort when performing rotation than the crosshair-

based interface. On the other hand, the crosshair-based interface may prove more difficult

to use, possibly overshadowing the disadvantage of the touch-based interface. Depending

on what the subject finds to be more demanding or irritating, the scales may tip in the

direction of either interface.
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Chapter 6

Results

The results described below are from the within-group user study described in section 5.1. A

total of twenty-six subjects, of which twenty-three males and three females, participated in

this experiment. The duration of one experiment was around thirty minutes, which includes

the introduction, the two interface routines and the questionnaire. The ages of the subjects

ranged from 20 to 45, of which ten at ages 20 — 24, nine at ages 25 — 29, four at ages 30

— 35 and three at ages 40 — 45. The visual representation of the ages can be found in

Appendix C, Figure C.1. All subjects were employees or interns at Avanade at the time of

the experiment. All twenty-six subjects had an affection with technology and had experience

with using a smartphone. We limited the number of subjects to twenty-six for pragmatic

reasons.

The experiment was performed within the controlled environment of multiple identical,

9m2 sized, closed rooms. All rooms featured a table, at which the subjects were seated at

identical locations. The AR marker used for registration was placed on the table on identical

locations as well. Light conditions within the room could be regulated to allow for optimal

marker recognition.

We analyze the results of the quantitative data in section 6.1. In section 6.2, we evaluate

the qualitative data that we’ve collected. In section 6.4, we discuss the results with respect

to our research questions.

6.1 Performance and usability analysis

We gathered quantitative data from our device and questionnaire and formulate them using

the following fifteen variables:

1. Gender

2. Age

3. Interface preference

4. Score (Touch)

29
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5. Mental demand (Touch)

6. Physical demand (Touch)

7. Performance (Touch)

8. Effort (Touch)

9. Frustration (Touch)

10. Score (Crosshair)

11. Mental demand (Crosshair)

12. Physical demand (Crosshair)

13. Performance (Crosshair)

14. Effort (Crosshair)

15. Frustration (Crosshair)

As mentioned in section 1.1, our goal is to determine whether the touch-based or crosshair-

based interface by determining which one performs better with regards to performance and

usability. We determine this by taking the performance and usability variables that are

specific to the touch-based interface and compare them to their crosshair-based interface

counterpart. However, before we can draw conclusions from this comparison, we need to

determine if their values are significant. If a value is not significant, it can be the result of

chance, which means that the variable can’t be used as proof to support either interfaces.

Of the fifteen variables, the last twelve form six variable pairs, which we call paired samples.

In order to determine significance between paired samples, we need to determine whether we

need to use a parametric or non-parametric test. The parametric significance test for paired

samples, which is the paired Student’s t-test[37], assumes that the entered data follows a

normal distribution. The non-parametric alternative to this test is the Wilcoxon signed-

rank test[44], which doesn’t assume a normal distribution. To determine whether a variable

follows a normal distribution, we performed a normality test.

This and all the other statistical tests present in this thesis have been performed with

SPSS, version 19. We use the conventional significance levels of 0.1, 0.05 and 0.01 (which

respectively stand for 10%, 5%, 1%) to determine statistical significance.

The results of the normality test can be seen in Figure 6.1. In this diagram, we can see two

major columns, which stand for two seperate tests that have been run: the Kolmogorov-

Smirnov test and the Shapiro-Wilk test. The former test is appropriate for larger data sets

and the latter test is appropriate for smaller data sets. Since our sample size of twenty-six

subjects fits a small data set, we use the significance values determined by Shapiro-Wilk’s

test. The variables in our diagram that are statistically significicant are shaded in blue.

The pairs for Score and Frustration are the only pairs of which both variables are normally

distributed, meaning we can use the t-test to determine their significance. For the other

pairs, we use the Wilcoxon signed-rank test instead.

We ran the appropriate test for the variable pairs, which produced two diagrams; one for

the t-test, and one for the Wilcoxon signed-rank test. We made the relevant information
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Figure 6.1: Normality test. Shaded variables are significant for p < 0.5, indicating non-
normality.

Figure 6.2: T-test and Wilcoxon signed-rank test. Significant variables are shaded; the
darker shade indicates a significance level of 5%, the light shade a level of 10%.

insightful by merging them into a single diagram, shown in Figure 6.2. The original diagrams

can be found in in Appendix C, Figure C.2 and Figure C.3.

Using the above results, we analyze the performance in subsection 6.1.1 and the usability

in subsection 6.1.2. In order to interpret these results better, we calculate the correlation

between all of the above variables. This allows us to determine if there are any unexpected

relationships between variables that have an impact on the results that we collected. We
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perform the correlation test in subsection 6.1.3.

6.1.1 Performance

Which interface performs better in terms of performance was the third research question

we defined. In order to analyze performance, we solely look at the score that the subjects

were able to get during their tests. We don’t look at the performance variable acquired

from the questionnaire. Since that variable is a measure of how the subjects judged their

own performance, it is not an objective measure on how the subjects actually performed at

using the interface.

Figure 6.3: Median score per interface.

We illustrated the score results in Figure 6.3. In Figure 6.2, we see that the score results

are significant (p = 0.031). Therefore, we can conclude that subjects perform significantly

better with the touch-based interface than with the crosshair-based interface. This goes

against our expectation that the crosshair-based interface should perform better, since it

should be more efficient in use. In summary, we can conclude that the answer to our third

research question is that the touch-based interface performs better.

6.1.2 Usability

The fourth research question we defined, was which interface performs better in terms

of usability. We analyze usability by analyzing the results of the five task load scales

that we gathered from the questionnaire. In Figure 6.2, we can see that physical demand

(p = 0.485) and performance (p = 0.218) don’t significantly differ between each interface.

For this reason, we will not review their respective results, since they could have occured

by chance. In contrast, the task load scales mental demand (p = 0.020), effort (p = 0.063)

and frustration (p = 0.079) are statistically significant. We illustrated the results of these

three task load scales in Figure 6.4.
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Figure 6.4: Median task load per interface. A lower task load is better.

From Figure 6.4, it is proven that the subjects find the touch-based interface to be

significantly easier to use than the crosshair-based interface. We can conclude that the

mental demand required to use the touch-based interface is significantly lower than the

touch-based interface. This confirms our expectation expressed in section 5.2. The same

counts for effort and frustration. We can conclude that users find it requires more effort to

control the crosshair-based interface, and also experience more frustration using it. As such,

we can conclude that, of all task load scales of which the difference between interfaces was

deemed significant, the touch-based interface comes out on top, which answers our fourth

research question.

6.1.3 Correlation of variables

In order to determine the relationships among the variables, the correlation between them

must be calculated. The standard method to calculate correlation between two variables

is by calculating the Pearson product-moment correlation coefficient[36]. However, this

calculation is based on the values of the variables, which makes it susceptible to outliers and

skewed data. Since this is the case for our data, we are required to use the non-parametric

version of Pearson’s corralation method, which is Spearman’s rank correlation[35]. We used

this method to calculate a corralation matrix, in which the corralation between all variables

is calculated, as well as the corralation’s significance.

The correlation matrix is shown in Figure 6.5. The method used to calculate the correlation

between variables depends on the normality of both variables. If the variables are both

normally distributed, then the Pearson method is used to calculate the correlation. In all

other cases, the Spearman’s rank method is used instead. The original correlation matrices

for Pearson and Spearman’s rank can be found in Appendix C, respectively Figure C.4 and
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Figure 6.5: Merged correlation matrix. Significant variables are shaded orange; the darker
shade indicates a significance level of 1%, the light shade a level of 5%.

Figure C.5.

In this correlation matrix, there are a total of twenty correlations that are significant for

p < 0.05, of which nine are significant for p < 0.01. All of the related correlation values

are above Abs(c) > 0.4, which indicates at least moderate correlation. One case is above

Abs(c) > 0.8, which indicates a strong correlation. We didn’t consider correlations that are

only significant for p < 0.1, since all of their correlation values are lower than the ones we’ve

already highlighted. In other words, the relationship between those variables is weaker than

the ones already highlighted, which makes their presence less important. We also won’t

consider the correlations of a variable with itself, which are logically perfect correlations.

These values form the diagonal of ones in the correlations matrix.
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We explain the relationship between correlated variables per variable below:

1. Gender Gender correlates moderately negative to Score Touch. From this, we can

conclude that female score significantly lower using the touch-based interface than the

males. Gender also correlates moderately positive to Mental Demand Touch. This

means that we can conclude that males need to pay a significant lesser amount of

attention to use the touch-based interface as opposed to females. Apparently, males

have a significantly easier time using the touch-based interface compared to females.

While we can’t conclude that the mental demand is the reason for this (correlation

does not prove causation), it does seem to point in that direction.

2. Age Age correlates moderately negative to both Score Touch and Score Crosshair. We

can conclude that older users score worse on both interfaces in general, which is

conform to the common notion that a user’s performance goes down as he grows

older.

3. Interface Preference Interface preference correlates positively to Score Crosshair.

From this, we can conclude that a good score for the crosshair-based interface relates

to a preference for that interface, which is a logical conclusion. Interface preference

also correlates negatively to Frustration Crosshair. From this, we can conclude that a

high frustration for the crosshair interface relates to a preference for the touch-based

interface. Based on these two correlations, we can conclude that a both variables have

a significant impact on the user’s interface preference, where Frustration Crosshair is

the major contributor due to its high significance (p = 0.003).

4. Score Touch Score Touch has a strong positive correlation with Score Crosshair. This

correlation makes sense, since there are both scores and are therefore expected to be

correlated. Score Touch correlates moderately with five other variables. Gender and

Mental Demand Crosshair are correlated negatively with a significance of p < 0.01 to

this variable, and Age, Performance Touch and Performance Crosshair are correlated

negatively with a significance of p < 0, 05. From these correlations, we can conclude

that older users score significantly worse at the touch-based interface, and females to

a lesser extend. We suspect that users rate their own performance lower when they

score lower with the touch-based interface. The mental demand and performance

for the crosshair-based interface are also correlated with the score for the touch-based

interface. From this, we can conclude that users that perform worse in these aspects of

the crosshair-based interface score significantly higher with the touch-based interface.

We can’t explain why this is the case, but it is evident that it is the case.

5. Score Crosshair As mentioned earlier, this variable has a strong positive correlation

with Score Touch, for the reason that they are both scores. Age and Performance
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Crosshair both correlate moderately negative to the score of the crosshair-based

interface. From these correlations, we can conclude that older users and users that

rate their own performance worse to score significantly worse at the crosshair-based

interface. The correlation of this variable to Interface Preference has been described

in the paragraph of the latter, where it is more appropriate.

Variables 6 — 15 We chose not to review the correlations of task load scales among each

other. We are mainly interested in how the first five variables influence and are

influenced by the task load scales. While there are some interesting relationships

among the task load scales, they don’t aid us in explaining why users reached a

certain score or chose their preferred interface. Therefore, we decided not to include

this information due its lack of relevance.

6.2 Qualitative data

In addition to the quantitative data we’ve collected, we also gathered feedback from

the subjects and made observations during the tests. Here we review the feedback and

observations with respect to the task load scales that we tested in section 6.3. In addition,

we made two observations that weren’t reflected in the feedback. We review these in

subsection 6.3.4.

6.3 Feedback

The user’s feedback was gathered using the questionnaire. The subjects motivated their

interface preference with various reasons, which we categorize here according to the task

load scales. We also review our own observations with respect to the feedback.

6.3.1 Mental demand

Observations showed that some subjects had trouble understanding that the object would

follow the position where the crosshair pointed on the ground plane. These subjects had

great difficulty properly positioning the object on the goal, and later expressed that they

found the interface to be counterintuitive to them. Nine of the twenty-six subjects stated

that the touch-based interface felt more intuitive, natural, logical or comfortable to use,

opposed to none for the crosshair-based interface. Two subjects specifically expressed that

they find that the crosshair-based interface requires you to also consider the crosshair or

’yourself’ when manipulating an object, which puts an extra burden on the interaction.

6.3.2 Physical demand

While there was no significant difference between the touch-based and crosshair-based

interface with regards to physical demand, we did make observations that indicate that



6.3. FEEDBACK 37

subjects found the touch-based interface physically more difficult to use. Some subjects

experienced difficultied with performing the touch-based interactions; they had a hard time

selecting the object or performing the two-fingered rotation. Interestingly, ten out of eleven

subjects who prefer the crosshair-based interface motivate their choice with finger related

arguments. Some subjects expressed this was due to their bigger fingers, while other subjects

found that too little of the screen is visible when interacting with two fingers in the touch-

based interface.

6.3.3 Effort and frustration

Effort and frustration was proven to be significantly higher for the crosshair-based interface.

This was especially noticable for some subjects, who didn’t have steady hands. If a subject

has steady hands, the crosshair-based interface can allow for more precise object placement

than the touch-based interface. However, the subjects who didn’t have steady hands suffered

from the inability to compensate for the erratic hand movement, and as such had trouble

placing objects correctly. The touch-based interaction is more robust against non-steady

hands when the hand holding the device and the hand interacting with the objects are the

same one, or when they are held together.

An interesting note to place here is that some users like the fact that the crosshair-based

interface required more effort. They viewed the experiment as a game and found that the

interface was more challenging than the touch-based interface.

6.3.4 Additional observations

In this section, we review two observations that we consistently observed during tests among

many subjects. The first is that subjects seem to prefer to use the device in a stationary

position. The second is that subjects have the tendency to interact near or at the object’s

location. These events were observed often enough that we believe they have a place in this

thesis.

Subjects prefer a stationary device

One important observation we made is that subjects prefer to hold the device stationary

when performing interactions with the touch-based interface. With the crosshair-based

interface, subjects were forced to physically move the whole device in order to translate

objects. With the touch-based interface, it was observed that the subjects moved the device

less and often keeping it quite stationary.

We were able to find evidence of this observation in the data we recorded on the device. For

each interface, we measured how much the device was moved and turned during the test.

We measured the amount of translation in millimeters and the amount of rotation in angles.
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(a) Translation per interface in millimeters. (b) Rotation per interface in degrees.

Figure 6.6: Device movement per interface.

We used completed objectives as marking points for the measurements in order to remove

noise, potentially caused by inaccurate registration and unsteady hands. The results are

illustrated in Figure 6.6a and Figure 6.6b, which supports our observation.

From these graphs, it is clear that subjects prefer to hold their device stationary when it

is not required to move it. For both translation and rotation, the amount the device is

moved and turned is four times higher for the crosshair-based interface than it is for the

touch-based interface. We suspect the reason for this behaviour is that subjects find the

unnecessary change in viewpoint bothersome. Another reason could be that it costs more

energy to move a whole device back and forth than it is for a finger to be moved across a

surface.

Subjects interact at or near the object

Another important observation we made was that subjects have the tendency to perform

interactions at or near the object they’re interacting with, even when it is not necessary. In

the case of the crosshair-based interface, some subjects performed interactions at or near

the crosshair. In the case of the touch-based interface, some subjects performed rotations

by holding both fingers very closely together, as if they were trying to hold the object. In

both cases, it caused the subjects to block their view when perform interactions, which is

suboptimal. This happened even though the subjects were informed beforehand on how

the interface could be used in an optimal manner, which was part of the explanation of the

interfaces. We suspect the reason for this behaviour is that is the subjects didn’t have a

visual cue (such as a bent arrow for rotation) to perform the above-mentioned interaction.

Instead, their visual cue is the object itself, which causes the suboptimal interactions.

We didn’t look for evidence of this observation in the data we had at our disposal. The

reason for this is that it isn’t possible to accurately quantify how the optimal interaction
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should be performed, which makes it impossible to see how often this situation actually

occured.

6.4 Discussion

In this experiment, we investigated the touch-based and crosshair-based interfaces and

compared them to each other. We can conclude that the touch-based interface trumphs

the crosshair-based interface in both performance and usability. We reckon that this

interface can be used in the future scenario that we described earlier in the thesis, when the

computational power allows for such environments to registered to the world.

When we look at all the data, the feedback and the observations, we can conclude the

following:

The touch-based interface performs better than the crosshair-based interface. With the

touch-based interface, users are able to perform a task quicker and easier. The interface is

relatively simple and it requires little effort to use it, even though it isn’t the most efficient

way. Since the interface is one that the users are already familiar with, they are easily used

to it and they aren’t easily frustrated with it. The touch-based interface also allows them to

use the device as a window into the augmented reality environment, without being forced

to be a part of it when they want to interact with it. However, in order for this interface to

be accessible to a large audience, the fat finger problem must be addressed. We expect the

usability of this interface to rise significantly when an appropriate solution to this problem

is applied.

The crosshair-based interface lacks the performance and usability that the touch-based

interface has. A possible benefit that this interface has, is that it could be applied to a

game, where the use of the interface is part of the challenge. However, for an interface that

is accessible to a large audience, this one is not suitable.



40 CHAPTER 6. RESULTS



Chapter 7

Conclusion and future work

7.1 Conclusion

In this thesis we have investigated the potential of a touch-based and a crosshair-based

interfaces to be used for object manipulation in a 3D augmented reality environment on

the mobile platform. The main goal of this thesis was to determine which interfaces is

more appropriate for an application with such specifications. At the start of this thesis, in

section 1.1, we defined four research questions that needed answering in order to reach the

main goal of this thesis. These research questions are:

1. Which canonical manipulations must be supported?

2. How can 2D interactions on the device be converted to manipulations in a 3D virtual

environment?

3. How does the performance of the touch-based and crosshair-based interaction concepts

compare?

4. How does the usability of the touch-based and crosshair-based interaction concepts

compare?

Research question 1 was answered in subsection 3.2.4, where we determined that we

selection, translation and rotation are required for our purpose. Research question 2 was

answered in subsection 3.2.5, where we explained how our pointing system can be used

to facilitate the conversion from interaction to manipulation. Research question 3 was

answered in section 6.1, where we determined that the touch-based interface outperforms

the crosshair-based interface in terms of performance. Research question 4 was answered in

section 6.2, where we determined that the touch-based interface outperforms the crosshair-

based interface in terms of usability.

41
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With these research questions answered, we can conclude that the main goal of our

thesis has been reached: the touch-based interface is best capable of performing canonical

manipulations in 3D space for handheld augmented reality.

In the experiment that we conducted, we performed a comparative user study in order to

determine which interface would perform best in an AR environment, as described in a

future scenario we used as a guideline. From this experiment, we can conclude that the

crosshair-based interface suffers from a couple of problems that prevent it from reaching the

performance and usability that the touch-based interface has. Since crosshair-based interface

is built to be more efficient than the touch-based interface, it falls short to providing the

usability that we require of the interface. Interestingly, it doesn’t even provide the effiency

that it was meant to provide, since the users turned out be a lot more proficient with the

touch-based interface. However, this doesn’t render the crosshair-based interface useless.

It may be applied in a game setting, where the higher difficulty of the interface provides a

challenge to the player.

The experiment also provided an unexpected insight, which we’d like to present as a major

contribution of this thesis. We were able to prove that users prefer to keep their mobile

device stationary when it is not necessary to move it. The shift in viewpoint caused by

the moving of the device makes interactions more difficult to perform and causes the user

to frustrated. We would advice other researchers to take this contribution into account

when developing their own interaction for 3D environments in augmented reality, or at least

perform a test to check if their interaction doesn’t suffer from it.

7.2 Future work

For our future work, we’d like to explore some options to improve the touch-based interface.

A logical next step is to solve the fat finger problem that touch-based interfaces generally

suffer from, in order to allow the interface to target an even wider audience.

Another interesting addition to this interface would be the support of a physics engine. Since

we are focusing on interaction with objects that can be present in the real world, having

them act as if that actually exist in the real world would be the next step in immersion in

augmented reality. It could also introduce a more playful version of the interface, where

the user would be able to slide objects across the room, stack objects that can fall over

and even create simple games using the objects that he has at his disposal. The use of a

physics engine is definitely an interesting way to go, although the processing power of the

mobile device must be able to support this. Registering an augmented environment to the

real world already requires a lot of resources with analyzing the video feed. Until a more

lightweight version of registration becomes commonly available or the processing power of

mobile devices significantly increases, the use of a physics engine in a room-like environment
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will be a tough goal to achieve.

Regardless of such limitations, the research area of interactions in augmented reality proved

to be very interesting. We feel that, when it comes to the possibilities this research area

provides, we are still only scratching the surface of it. Undoubtably many research projects

for this area will arise, and we hope that this thesis may serve as an inspiration to those

who wish to enter this field of research. We wish all future researchers the best of luck with

their own augmented reality projects.
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Appendix A

Touch gesture reference guide

Below are two pages of the Touch gesture reference guide, which was used to determine

appropriate interactions for the manipulations a user could perform. The original can be

found at http://static.lukew.com/TouchGestureGuide.pdf.
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OR

1 2

touch gesture reference guide

pressChange mode

double tapOpen

tapSelect

press and drag

Adjust

lasso and cross

press and tap, then drag

1 2

Bundle

Supporting materials for this guide can be found online:

http://www.lukew.com/touch/ 

Major User Actions

Currently supported by touch gesture systems

user action gesture description

BASIC ACTIONS

user action gesture description

OBJECT-RELATED ACTIONS

Press surface with one finger and move 

second finger over surface without 

losing contact

Make circular motion with finger, then 

cross over selected object

Touch first object while second finger 

taps other objects, the move selected 

objects by dragging first finger

Touch surface for extended period of time

Rapidly touch surface twice with fingertip

Briefly touch surface with fingertip



touch gesture reference guide

drag 

(across item or

off-screen)

Delete

tap

(source and

destination)

Duplicate

Move

flick

rotateRotate

Supporting materials for this guide can be found online:

http://www.lukew.com/touch/ 

user action gesture description

OBJECT-RELATED ACTIONS (continued)

Quickly brush surface with fingertip

With one finger on object, touch elsewhere 

on surface with second finger

Move fingertip over surface without 

losing contact

1
2

Touch object, then touch elsewhere 

on surface

drag

(and drop)

Move fingertip over surface without 

losing contact

multi-finger

drag

Move two to five fingertips over 

surface without losing contactOR

OR OR

press and tap

OR OR
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Appendix B

NASA-TLX

The Task Load Index method developed by NASA is a method to measure difficulty that is

experienced by the user. It is developed by Hart and Stavenland and is commonly used in

literature to measure the task load for a task. The NASA-TLX measures the task load of

six task scales:

• Mental load

• Physical load

• Temporal load

• Performance

• Effort

• Frustration

For all the scales, a lower value means a lower task load, which is better. This is the reason

why the Performance scale is reversed.
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Name   Task    Date

   Mental Demand How mentally demanding was the task?

   Physical Demand How physically demanding was the task?

   Temporal Demand How hurried or rushed was the pace of the task?

   Performance How successful were you in accomplishing what
you were asked to do?

   Effort How hard did you have to work to  accomplish
your level of performance?

   Frustration How insecure, discouraged, irritated, stressed,
and annoyed wereyou?

Figure 8.6

NASA Task Load Index

Hart and Staveland’s NASA Task Load Index (TLX) method assesses
work load on five 7-point scales. Increments of high, medium and low
estimates for each point result in 21 gradations on the scales.

Very Low Very High

Very Low Very High

Very Low Very High

Very Low Very High

Perfect     Failure

Very Low Very High



Appendix C

Results related tables and images

Figure C.1: The number of participants that are of a certain age.

Figure C.2: Student’s t-test.

Figure C.3: Wilcoxon signed-rank test.
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Figure C.4: Pearson correlation matrix.
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Figure C.5: Spearman’s rank correlation matrix.
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